A literature review of educational feedback in the operating room: plastic surgery residents’ perception of feedback from the O-SCORE
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Abstract

Introduction: Surgical teaching in the operating room represents a unique and distinct aspect of medical education. Traditionally, an apprenticeship model of learning and feedback has been used. Recent changes in residency education have demanded a reevaluation of this model, resulting in the pursuit of improving educational feedback in the operating room through structured feedback. The Ottawa Surgical Competency Operating Room Evaluation (O-SCORE) evaluates surgical skills and was recently introduced to the Plastic Surgery Training Program in addition to the traditional In-Training Evaluation Report (ITER).

Methods: Plastic surgery residents (postgraduate years 2–5, N = 9) who were exposed to the transition between using ITER and O-SCORE evaluations were recruited. A grounded theory approach was used to analyze a semi-structured focus group with the residents. In addition, a 5-minute survey contrasting ITER and O-SCORE methods was distributed.

Results: Residents suggested the O-SCORE has led to more opportune feedback, more comprehensive discussion of surgical procedures, and improved progress tracking compared with traditional methods. Although there is a role for reactionary feedback, residents unanimously agreed that the O-SCORE heralded an improvement in their learning.

Conclusion: The introduction of the O-SCORE to the Plastic Surgery Program has complemented traditional feedback. Even though the O-SCORE adds to the evaluation burden, it may have an important role in the assessment structure of surgical residency training programs.
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Introduction

Surgical teaching in the operating room represents a unique and distinct aspect of medical education. Effective surgical instruction should facilitate the development of complex technical skills but also facilitate the development of a learner’s preoperative planning and dynamic intraoperative judgement. Traditionally, an apprenticeship model of learning, observing, and participating in surgery has been utilized. Changes in residency education including work-hour restrictions that reduce opportunities to gain graduated operating independence demand the reevaluation of the apprenticeship model. In addition, pioneers in surgical education have recognized that improving educational feedback can maximize perioperative learning for trainees.

Previous studies describe that traditional feedback in the operating room consisted primarily of the attending surgeon commanding, questioning, and explaining instrumental interactions in response to resident error. It was rare for a resident to solicit this feedback or to be satisfied with the type of operative assessment they received. A structured debrief was only used in 46% of perioperative interactions. These practices should be contrasted with what residents and attending staff describe as effective. Components highlighted include deconstructing complex tasks in specific steps that enable graduated responsibility, allowing the resident to feel the pathology, and involving them in all aspects of surgical planning. In addition, a study that involved a multidisciplinary perspective...
There have been several structured evaluation and feedback tools proposed for such debriefings in the perioperative environment. These tools incorporate elements of effective feedback, including preoperative planning, technical performance during a case, decision making at key steps of the procedure, independence, and overall patient management. The use of these tools resulted in improved quality of feedback and comprehensiveness as perceived by trainees and staff. In addition, the operative performance by residents appears to benefit as a direct result of more descriptive feedback.

Simulation has served as an effective tool to assess residents’ competency in medical education. There is evidence reporting that an important aspect of simulation is the use of standardized feedback, or “debriefing”. We proposed that using standardized, competency-based assessment tools for in-training clinical scenarios would improve residents’ feedback for technical skills from preceptors. The Ottawa Surgical Competency Operating Room Evaluation (O-SCORE) is an example of such a standardized assessment tool that was purposefully designed to assess a trainee’s competence to perform entire surgical procedures independently. The O-SCORE is a structured 11-item tool that utilizes entrustment anchors on a 5-point scale, offering a construct-aligned assessment tool to rate a trainee’s operative skills. The O-SCORE has also been shown to successfully discriminate surgical competency between junior and senior residents. However, there is a paucity of evidence regarding residents’ experience with this evaluation tool.

Methods

Participant selection
Permission to conduct this study was obtained from the Research Ethics Board (REB no. 2017-4322). We invited all plastic surgery residents at postgraduate year 2–5 levels to participate in the study. These were residents who were exposed to the addition of the O-SCORE for at least 1 year after the exclusive use of the ITER. Three O-SCORES for each rotation were required to be completed, with a collaborative approach to scheduling the assessment event between the resident and attending surgeon. Faculty were introduced to the O-SCORE evaluation format by the Program Director in a formal faculty development workshop.

Research design

The current transitory period at the Plastic Surgery Training Program was opportune to assess the impact of the O-SCORE with a retrospective cohort design. Residents who agreed to participate in the research took part in a semi-structured focus group that required them to reflect on their experience to date with the O-SCORE and contrast experiences to the ITER (see Fig. 1 for focus group guiding questions). Elements of reflexivity were used to guide the focus group with no preset outcome or expectation dictating the process. Focus group leaders followed these principles, were cognizant of their preconceptions and strove to lead knowledge production in the session. The discussion was emergent based on topics raised by residents.

The content disclosed in the focus group was recorded and transcribed anonymously. The focus group was led by two independent researchers not associated with the training program in order to avoid the introduction of confirmatory bias or power gradients. In addition, a survey (Fig. 2) was distributed asking residents to rate the descriptiveness, knowledge level identification, timeliness, clarity, and opportunity to discuss evaluations for both ITER and O-SCORE methods.

Analysis of data

A grounded theory strategy, the qualitative analysis method in which there are multiple stages of collecting, analyzing, and comparing the data, was used to process the focus group content. Phenomenology, the process of understanding a group or individuals’ perspective free of bias through convergent and divergent experiences, was used to generate a narrative through themes about experiences with the O-SCORE and ITER from the residents’ individual and group perspective. Reflexivity was used to guide the analysis, with two separate reviewers analyzing the transcript for personal biases, inappropriate assumptions, and dynamics of the interview that may have contributed to the messaging. Reflexivity refers to self-evaluation of researchers to explore patterns of both expected and unanticipated relationships in the content. Themes were assessed relative to those
previously established using a constant comparative analysis, a process in which concepts from the data are developed by coding and analyzing at the same time. Each theme was then explored utilizing verbatim quotes from the transcript to best represent residents’ voices.

To analyze the survey results, median values and interquartile ranges (IQR) of Likert scores for the survey (1 = strongly agree and 5 = strongly disagree) were calculated. The survey dataset was non-normal, ordinal data so a non-parametric Wilcoxon signed-rank test was used to examine differences in feedback value between the two tools.

Results
Of ten eligible plastic surgery residents, nine participated in the focus group and six fully completed the survey. The results of the focus group have been subcategorized into four primary themes according to the analysis described in the Methods.

Traditional intraoperative feedback
Informal feedback from preceptors, although variable, was identified as important for a resident’s learning, particularly intraoperatively. The quality and effectiveness of this feedback was stated to be highly faculty dependent and seemed to focus on items that trainees were doing incorrectly. Residents believed that the opportunity for this feedback was typically confined to the event or immediately after. They believed that the opportunity was lost if not discussed in the moment.

A lot of the feedback you get is reactive and it’s usually something that is a good decision in the moment, or something that you’re not executing effectively. Usually, you get more criticism with an idea so that you can correct it at the time that you’re doing it. There’s not a lot of proactive or active feedback throughout the case, unless residents specifically seek it out or ask a question.

I think it’s very difficult to get feedback after a case because it’s the end of the day and the next time you
### Answer the following questions based on your perception of OSCORE evaluations

**Question 1**
Feedback provided was detailed and descriptive enough to understand the competency of my technical skills in the OR

<table>
<thead>
<tr>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly Disagree</td>
<td>Disagree</td>
<td>Undecided</td>
<td>Agree</td>
<td>Strongly Agree</td>
</tr>
</tbody>
</table>

**Question 2**
The feedback provided appropriately identified my knowledge level regarding the operation and what needed further studying

<table>
<thead>
<tr>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly Disagree</td>
<td>Disagree</td>
<td>Undecided</td>
<td>Agree</td>
<td>Strongly Agree</td>
</tr>
</tbody>
</table>

**Question 3**
The feedback was well timed and provided at a good frequency (not overwhelming or too little)

<table>
<thead>
<tr>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly Disagree</td>
<td>Disagree</td>
<td>Undecided</td>
<td>Agree</td>
<td>Strongly Agree</td>
</tr>
</tbody>
</table>

**Question 4**
The feedback was clear and did not require clarification with my supervisor to understand

<table>
<thead>
<tr>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly Disagree</td>
<td>Disagree</td>
<td>Undecided</td>
<td>Agree</td>
<td>Strongly Agree</td>
</tr>
</tbody>
</table>

**Question 5**
There was an opportunity to discuss the feedback with my supervisor

<table>
<thead>
<tr>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly Disagree</td>
<td>Disagree</td>
<td>Undecided</td>
<td>Agree</td>
<td>Strongly Agree</td>
</tr>
</tbody>
</table>

**Final Question – Comparison ITER vs O-SCORE**
Which of the two evaluation tools is more effective in providing useful feedback on your technical skills?

<table>
<thead>
<tr>
<th>ITER</th>
<th>O-SCORE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Figure 2.** An example of the survey distributed that asked residents to rate their perception of the O-SCORE. An identical form was used for the ITER.

**Figure 3.** A box and whisker plot showing residents’ perception of feedback from the ITER (left) and O-SCORE (right) in the five domains assessed in the survey.
see your staff you’re doing something else. Unless there is dedicated time for feedback.

For me, it’s about getting the reactionary feedback intraoperatively. This is helpful with intraoperative skills. Either changing your technique or watching the staff do something and trying to mimic that.

O-SCORE strengths
The introduction of the O-SCORE has allowed for noticeable improvements in both the quality and timing of feedback. By necessitating O-SCORE completion, an opportunity for discussion of a case was facilitated, permitting important aspects (preoperative, intraoperative, and postoperative) of the case to be defined more comprehensively. It allowed for feedback to be more specific according to entrustability anchors, enabling improvements in the same case to be tracked over time and therefore leading to more effective longitudinal learning. There was unanimous agreement that the O-SCORE provided improvements and complemented traditional feedback.

I think with the O-SCORE, the process of feedback is formalized. So basically, it forces you and staff to go through different elements of the surgery including pre- and postoperative plans. You get formal feedback for these higher processes. I feel if we didn’t have this tool, the feedback wouldn’t be as specific unless you purposefully sought it out with your staff.

I think the O-SCORE is definitely a step in the right direction. Since it has been introduced, the staff and I actually sit down and review it. You actually talk about the case more. But what I found was even more useful is when you pick a case that you’re doing your O-SCORE for and decide this a few days before, it encourages playing a more active part in the planning.

O-SCORE weaknesses
A selection bias to use the O-SCORE only on certain cases for which the residents felt proficient to improve evaluations represents a shortcoming in its current implementation at the study institution. There was also a discussion of the right-shift tendency of overly generous evaluations when using these standardized tools that can undermine accuracy. The underutilization of the O-SCORE was contrasted to the growing evaluation burden demanded throughout residency.

Probably the worst thing about the O-SCORE and the reason we’re all dreading it is the fact that if someone says you should do this after every single case. The fact is, they take quite a while to do, so if you have more boxes to tick and more sections it will take even longer. It is important to find the balance of being useful and cumbersome.

One thing to note with the O-SCORE is that because we only have three that are mandatory per rotation, you can pick which cases to use. I’m going to pick a very standardized case which will get you all 5s so then you look great on your piece of paper.

Considerations for the future
The implementation of standardized feedback such as the O-SCORE offered an improvement in feedback that confers future promise. One suggestion to improve the process involves making debriefings a standardized aspect of a surgery day, which could naturally reduce the evaluation burden of the O-SCORE. Another proposal for improvement would involve having surgery specific (craniofacial, breast, hand, and microsurgery) forms, which may further increase the specificity and tracking that is able to be achieved.

I’m on a rotation now where we’re doing them for 70% of cases and it’s helpful and not onerous. It’s efficient and is part of the day, but I feel if you were just doing three in three months, you sit down and have a fairly involved discussion, but if you’re doing it more frequently, you just talk about what was most important about that case.

Plastic surgery is a vast specialty with a lot of variability for each procedure. Technical skills for each surgery are different. Hand surgery is not the same as breast surgery with different principles. Unless you’re doing the same procedure, it’s difficult to track your progress.

So, in an ideal world having more categories for the O-SCORE would be better. There could be more specific checkboxes depending on the procedure you’re doing.

Survey analysis
All residents selected the O-SCORE as the preferred form of feedback. Median, IQR, and comparisons from non-parametric Wilcoxon signed-rank test for the survey are presented in Table 1.

Discussion
With the recent introduction of Competence By Design (CBD) across Canadian residency programs, the use of standardized evaluation tools has become more important and necessary. A typical method of resident evaluation of technical skills in training programs is the ITER. This document is often a summative assessment of a trainee’s performance over a given time period or rotation, measuring
performance along a subjective Likert scale in order to provide an overall impression on aspects done well and those requiring improvement. The ITER encourages discussion of feedback in a personal meeting between the resident and the supervisor after the rotation. However, the quality of feedback can be limited due to poor choice of rating scales, incomplete forms, and delayed completion. Feedback is therefore non-standardized and may not be conducive to improving performance. The O-SCORE can provide a fresh perspective in this domain as described in our study.

The plastic surgery resident cohort that participated in this study believed that the introduction of the O-SCORE to evaluate surgical skills in the OR has benefitted the quality and timing of the feedback received. The O-SCORE served as a useful tool to facilitate a discussion of multiple components of the surgery by providing a schematic to initiate a conversation with faculty. These improvements are demonstrated by the focus group themes discussed and the improvements seen through the survey.

Concerns evident in traditional feedback using ITERs and informal reactive feedback included the variability between faculty, conversations being rushed, no discussion of pre- and postoperative planning, and the solely reactionary nature of the content. Although residents certainly agreed that there is a role for reactionary feedback in surgical education, the O-SCORE provided important complementary information that was valuable to their learning. A highlight of the O-SCORE was the emphasis on comprehensive patient care during the surgical experience. Even though the focus remained on technical skills, the incorporation of surgical planning that included assessing suitability for surgery, deciding on an appropriate operative plan, and suitable appropriate follow-up were welcome additions. Furthermore, the O-SCORE allowed for a more objective method of tracking these competencies over the duration of training.

The study had several limitations, including the lack of a validated survey to assess the feedback tools. The results must be interpreted accordingly and be used to provide descriptive information regarding the nature of the O-SCORE. The cohort studied represent a small sample of all surgical residents and care must be taken when generalizing perspectives shared. We do, however, believe sample size (N = 9) for the focus was adequate to achieve thematic saturation. There is also an intrinsic selection bias in O-SCORE administration by residents to select for cases they are proficient at to obtain good evaluations. Plastic surgery residents are exposed to a set of unique challenges due to the variety of operations encountered, including hand, craniofacial, breast, and microsurgery, which was a source of concern from residents regarding generalizability of the assessment tool. In addition, each supervising surgeon may have individual preferences for the same procedure, thus complicating reliability of feedback considerations. With these considerations in mind, there may be a role for further studying and refining the O-SCORE in randomly selected cases from different surgical specialities. This could help mitigate some of the limitations mentioned and enable better tracking of performance and progress through different years of residency with a larger cohort. By making O-SCORE evaluations more routine as suggested in the focus group, they become integrated to workflow and less burdensome. Although the tool has a time and efficiency expense that needs to be further examined, residents ascribe a beneficial role to the utilization in surgical CBD residency programs. Introductory training for residency programs (faculty and residents) on how to best use the O-SCORE could help with future transitions and clarify the role of this feedback as part of monitoring a resident’s progress in the world of CBD.

**Conclusion**

The introduction of the O-SCORE to the Plastic Surgery Program has complemented traditional feedback. Residents suggest that it has led to more opportune feedback, more comprehensive discussion of surgical procedures, and improved progress tracking. Although the tool has a time expense and some limitations, it may have an important role in the assessment structure of surgical residency training programs.
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